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Abstract

Video corpus grounding (VCG), which aims to retrieve rele-
vant video moments from a video corpus, has attracted signif-
icant attention in the multimedia research community. How-
ever, the existing VCG setting primarily focuses on matching
textual descriptions with videos and ignores the distinct vi-
sual identities in the videos, thus resulting in inaccurate un-
derstanding of video content and deteriorated retrieval per-
formances. To address this limitation, we introduce a novel
task, Identity-Text Video Corpus Grounding (ITVCG), which
simultaneously utilize textual descriptions and visual identi-
ties as queries. As such, ITVCG benefits in enabling more
accurate video corpus grounding with visual identities, as
well as providing users with more flexible options to lo-
cate relevant frames based on either textual descriptions or
textual descriptions and visual identities. To conduct eval-
uations regarding the novel ITVCG task, we propose the
TVR-IT dataset, comprising 463 identity images from 6 TV
shows, with 68,840 out of 72,840 queries containing at least
one identity image. Furthermore, we propose Video-Locator,
the first model designed for the ITVCG task. Our proposed
Video-Locator integrates video-identity-text alignment and
multi-modal fine-grained fusion components, facilitating a
video large language model (Video LLM) to jointly under-
stand textual descriptions, visual identities, as well as videos.
Experimental results demonstrate the effectiveness of the pro-
posed Video-Locator model and highlight the importance
of identity-generalization capability for ITVCG. Our project
page is at https://github.com/huangb23/Identity-Text-Video-
Corpus-Grounding

Introduction
In recent years, the task of Video Corpus Grounding
(VCG)(Escorcia et al. 2019) has garnered significant atten-
tion within the multimedia research community, which aims
to retrieve the most relevant video moments from an exten-
sive video corpus. This task holds immense potential for a
variety of downstream applications, including but not lim-
ited to video editing, recommendation, and content creation.

Despite the advancements in video corpus grounding, ex-
isting works primarily focus on retrieving video moments
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• Identity-Text Query  :                 and                  are slow dancing together.

• Answer:  Video2  (18.0s, 83.2s)   

Video1

Video2

Video Corpus

......

......

• Tradtional Query  :  Castle and Beckett are slow dancing together.
• Answer:        (Who are Castle and Beckett?)

Figure 1: Traditional Video Corpus Grounding fails to iden-
tify identities within videos. Our proposed Identity-Text
Video Corpus Grounding task incorporates visual identi-
ties into the query, enabling more precise and flexible video
grounding.

solely based on textual descriptions as input, failing to dis-
tinguish the visual identities in the videos. For example, a
teenager may desire to locate a video moment that involves
his favorite movie star dancing, while existing works can
only locate video moments of dancing, failing to guarantee
the retrieved videos contain the favorite movie star.

To tackle the problem, in this paper we propose a novel
task, Identity-Text Video Corpus Grounding (ITVCG),
which aims to locate the most relevant segments from video
corpus given both textual descriptions (texts) and visual
identities (images) as shown in Figure 1. Identity-Text Video
Corpus Grounding has a broader range of applications than
traditional Video Corpus Grounding, benefiting in more ac-
curate video corpus grounding with visual identities, as well
as providing users with more flexible options to locate rel-
evant frames based on either textual descriptions or textual
descriptions and visual identities.

However, despite the significance of the novel ITVCG
task, there are currently no existing works in literature, lack-
ing both datasets and models. To solve this issue, we pro-
pose the TVR-IT dataset and the Video-Locator model for
Identity-Text Video Corpus Grounding, which we believe
will have a broad impact on following works for Video
Corpus Grounding. Specifically, we construct the TVR-IT



dataset based on the TVR(Lei et al. 2020) dataset. We
gather 463 identity images from 6 TV shows. Among the
final 72,840 queries, 68,840 (∼ 94.5%) contain at least one
identity image. Furthermore, we provide two settings, i.e.,
the identity-seen and identity-unseen dataset splits, to bet-
ter evaluate the generalization ability of the model. Besides
the dataset, we further propose Video-Locator, which com-
prises two primary components: i) the Video-Identity-Text
Alignment module, which separately processes videos with
visual identities and queries with identity images, aligning
their representations using contrastive learning to enable
rapid retrieval of video(s) containing the ground truth mo-
ment within the video corpus; and ii) the Multi-Modal Fine-
Grained Fusion module, which integrates the representations
of the matched videos and queries to generate precise start
and end timestamps for the relevant video moments. Addi-
tionally, to enhance the model’s generalization capability,
we utilize a large language model (LLM) as the backbone
and conduct extensive pre-training with visual-text data. We
conduct experiments to show the effectiveness of the pro-
posed Video-Locator model, as well as indicating the im-
portance of identity-generalization for ITVCG task.

To summarize, our contributions are listed as follows,

• To the best of our knowledge, we are the first to introduce
the novel and important task, Identity-Text Video Corpus
Grounding (ITVCG).

• We propose the TVR-IT dataset that involves 463 identi-
ties and 72,840 joint identity-text queries, with identity-
seen and identity-unseen generalization splits for out-of-
distribution (OOD) test in the ITVCG task.

• We propose the Video-Locator model for ITVCG, com-
prising a Video-Identity-Text Alignment module and a
Multi-Modal Fine-Grained Fusion module, enabling ac-
curate video corpus grounding.

• We conduct extensive experiments to demonstrate the ef-
fectiveness of the Video-Locator model, and present our
discoveries on the importance of identity-generalization
for ITVCG.

Related Works
Video Corpus Grounding Datasets
Video corpus grounding(Escorcia et al. 2019), also known
as video corpus moment retrieval, involves identifying video
segments from a large collection that match a given query.
This task is typically divided into two subtasks: video re-
trieval (VR), where the model searches for videos likely
to contain the target segment within a large corpus, also
referred to as partially relevant video retrieval(Dong et al.
2022), and single video grounding (SVG), which focuses
on identifying the time segment within an individual video.
(Chen et al. 2023a; Feng et al. 2023; Chen et al. 2023b;
Wang et al. 2023; Wang, Lan, and Zhu 2022; Yuan et al.
2021)

Initially, video corpus grounding was approached by ex-
tending SVG datasets(Yu et al. 2019; Anne Hendricks et al.
2017; Gao et al. 2017; Chen et al. 2024a) directly for the
VCG task. TVR(Lei et al. 2020) constructed the dataset from

TV shows as they typically involve rich social interactions
between identities, approximately 66% of queries contain
two or more identity names. However, it is hard to accu-
rately associate names with identity faces in videos. Addi-
tionally, we may wish to search for video moments featuring
a specific movie star without specifying the character they
portray. To resolve these issues, we propose a novel task:
Identity-Text Video Corpus Grounding, which incorporates
identity images into the query, and we collect relevant iden-
tity images to construct our TVR-IT dataset.

Video Corpus Grounding Models
Many researchers have developed effective models for the
VCG task. For example, XML(Lei et al. 2020) utilizes a
two-tower model to jointly learn video retrieval and mo-
ment localization objectives. ReLoCLNet(Zhang et al. 2021)
introduces contrastive learning between query-video and
query-frame pairs to encourage alignment at different gran-
ularities. SQuiDNet(Yoon et al. 2022) employs causal infer-
ence to prevent the model from learning incorrect retrieval
biases. HERO(Li et al. 2020) undergoes video-language pre-
training and is then fine-tuned on the TVR dataset for video
corpus grounding. EventFormer(Hou et al. 2024) aggregates
frames to form events and explicitly leverages event-level
information interaction. These models have all achieved
strong performance on the VCG task. However, they are not
directly applicable to our ITVCG task, as they cannot handle
joint identity-text queries.

In this paper, we introduce Video-Locator, the first model
specifically designed for the ITVCG task, which enables a
Video LLM to jointly understand and process text, identity
images, and videos.

Identity-Text Video Corpus Grounding
In this section, we first define the Identity-Text Video Corpus
Grounding (ITVCG) task, followed by an introduction to the
TVR-IT dataset that we constructed for the task.

Task Formulation
We first revisit the task of traditional Video Corpus Ground-
ing (VCG). We denote a video corpus that contains many
videos as V = {V1, V2, ...}, where Vi indicates the ith video.
Given a query Q = [qi]

nq

i=1 where qi represents a word,
the objective of VCG is to retrieve the temporal moment
(τs, τe) in V ∗ that semantically aligns with Q. Here, V ∗ is a
video containing the ground truth moment within the video
corpus V . The notation (τs, τe) represents the start and end
timestamps of the moment.

In traditional VCG, the query Q only involves textual
words, which cannot fulfill the personalized retrieval re-
quirements (e.g., a boy’s favorite movie star) with visual de-
tails. In contrast, in our proposed ITVCG, we incorporate
the identity image together into the query, e.g. “Image1 is
dancing with Image2 in the gym”. ITVCG has a broader
range of applications than traditional VCG, where it enables
users to search video segments through not only text de-
scriptions but also visual images, which is more accurate and
flexible. In the following section, we introduce the TVR-IT
dataset that we construct for the task.
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Figure 2: An illustration of the construction process for the
TVR-IT dataset, which involves three stages: identity image
collection, dataset construction, and dataset split.

TVR-IT dataset
We construct our TVR-IT dataset based on the TVR(Lei
et al. 2020) dataset, which encompasses 109K queries col-
lected from 21.8K videos across 6 TV shows of various gen-
res. Based on the original textual queries and videos in TVR
dataset, we can conduct traditional VCG. However, for the
ITVCG task, we additionally require the identity images.
Next, we will elaborate on how we collect the identity im-
ages and how we construct the TVR-IT dataset based on the
identity images. An illustration for the dataset construction
is shown in Figure 2.

Identity images collection We identify identity names
appearing at least 3 times within each TV show, conduct
Google searches using the respective TV show name ap-
pended with the identity name (e.g., “How I Met Your
Mother Barney”), and download the top 3 ranking images as
candidate images. These images typically include the iden-
tity’s face, but may also contain faces of other individuals,
necessitating further processing.

We utilize a pre-trained face model, Antelopev21, to de-
tect faces in the images and compute face embeddings for
each detected face. To determine whether two faces corre-
spond to the same identity, we compute the cosine similarity
between their respective face embeddings, denoted as f1 and
f2, as follows:

cos(f1, f2) =
fT
1 f2

||f1|| · ||f2||
. (1)

If the cosine similarity between two face embeddings sur-
passed a threshold θ = 0.4, i.e., cos(f1, f2) > θ, we con-
sider them to represent the same face. When only one face
appears in all three images, we confirm that it is the face of
the desired identity. Otherwise, we resort to manual verifi-
cation. We ultimately collect 463 identity images from 6 TV
shows.

Dataset construction After we collected the identity im-
ages, we construct our TVR-IT dataset as follows. For

1https://github.com/deepinsight/insightface

Table 1: The information of TVR-IT dataset. ”# ID” rep-
resents the number of identities with corresponding im-
ages. BBT=The Big Bang Theory, Grey=Grey’s Anatomy,
HIMYM=How I Met Your Mother.

Split # Videos # Queries Shows # ID
train 15060 56735 BBT,Friends,

House,Castle 374val-seen 555 2084
test-seen 1371 5142

val-unseen 1257 4157 Grey 52
test-unseen 1371 4722 HIMYM 37

each textual query in the original TVR dataset, we will re-
place the identity names with the corresponding identity im-
ages. For example, the original textual query “Barney sings
and dances” will be converted into a multi-modal query
“Image1 sings and dances”. Additionally, note that the
original TVR dataset includes subtitles corresponding to the
videos, and previous works also utilize the subtitles to match
the queries which is a text-to-text retrieval auxiliary task to
help video corpus grounding. However, in our work, we ex-
pect the model to fully understand the cross-modality rela-
tions among text, identity images and videos, and therefore
we remove the subtitles. This also makes our work can be
applied to broader scenarios where the videos do not incor-
porate subtitles. Finally, we obtain 72,840 queries, 68,840
(∼94.5%) contained at least one identity image.

Dataset split To better assess the generalization capabil-
ity of the model, we provide (identity-)seen and (identity-
)unseen splits for both the validation and test sets. Specifi-
cally, four TV shows are utilized to construct the train, val-
seen, and test-seen sets, while one TV show is used for the
val-unseen set, and the remaining one TV show is used for
the test-unseen set. Videos and queries in the seen split do
not appear in the training set, they are just from the same TV
show. The identity-seen split helps us to evaluate whether
the model can generalize to different videos and text queries
with the same identities as training. In contrast, the identity-
unseen split is more challenging, the videos, text queries,
and identities are all different from the training dataset,
which requires a model with stronger generalization ability.

Video-Locator
In this section, we present Video-Locator, a novel model
that leverages the capabilities of a Large Language Model
(LLM) for the ITVCG task. We will first introduce the pre-
liminaries about LLM. (Chen et al. 2024b) Subsequently, we
will provide the details on how the Video-Locator is built on
LLM for the ITVCG task. Lastly, we will discuss the infer-
ence process of Video-Locator.

Preliminaries
The LLM typically comprises an embedding layer
Embed(·), L layers of decoder [Decoderl(·)]Ll=1, and an
output head Output(·). Given a query Q = [qi]

nq

i=1, the
LLM first processes the input query Q by passing it through
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Figure 3: The framework of the Video-Locator model. We introduce separate facial adapters and a visual Adapter to enable the
LLM to comprehend facial and visual features. Subsequently, Identity-Text and Identity-Video features are aligned through the
Video-Identity-Text Alignment module. The Multi-Modal Fine-Grained Fusion module integrates representations of matched
videos and queries to generate timestamps.

the embedding layer, resulting in a sequence of vector rep-
resentations:

[x0
i ]

nq

i=1 = Embed([qi]
nq

i=1). (2)

This sequence is passed through the L decoder layers se-
quentially, which applies self-attention and feed-forward
neural networks to generate a new sequence of hidden states:

[xl
i]
nq

i=1 = Decoderl([x
l−1
i ]

nq

i=1), l = 1, 2, ..., L. (3)

Finally, the output head takes the hidden states produced by
the last decoder layer and computes a probability distribu-
tion over the possible next tokens:

pnq+1 = Output(xL
nq
). (4)

The token with the highest probability is selected as the
LLM’s prediction for the next token in the sequence.

To adapt the LLM for the ITVCG task, we employ a two-
stage training approach. In the first stage, we introduce a vi-
sual adapter to enable LLM to comprehend visual features of
video frames, and pretrain it using a large number of image-
text pairs. In the second stage, we build our Video-Locator
model based on the LLM as shown in Figure 3, which in-
cludes:
• Utilize the pretrained Visual Adapter to enable LLM to

comprehend visual features.
• Introduce the Facial Adapter to enable LLM to under-

stand identity images.
• Utilize half of LLM decoders (close to the input) as a

Video-Identity-Text Alignment module, facilitating rapid
video retrieval.

• Leverage half of the LLM decoders (close to the ouput)
as a Multi-Modal Fine-Grained Fusion module, integrat-
ing representations of matched videos and queries to gen-
erate timestamps.

Visual Adapter
To enable the LLM to comprehend visual data, it is nec-
essary to introduce a visual adapter, which serves to map
the features extracted by a frozen CLIP(Radford et al. 2021)
ViT-L/14 model into the feature space of the LLM.

For an image, a 768-dimensional embedding vclip is ob-
tained through CLIP. Subsequently, we apply a two-layer
MLP, denoted as AdapterV (·), to project the feature into
the embedding space of the LLM, as follows:

x0
0 = AdapterV (v

clip) ∈ Rd (5)

where d is the hidden dimension of LLM. The resulting vec-
tor, x0

0, contains the visual information that can be under-
stood by the LLM.

Following (Liu et al. 2023; Huang et al. 2024), it is nec-
essary to pretrain the visual adapter using a large number of
image-text pairs. We utilize the LCS-558K dataset curated
by LLaVA(Liu et al. 2023). We want the model to generate
corresponding text given an image. Specifically, for a text-
image pair, we obtain its image embedding x0

0 from the ini-
tial visual embedding vclip through Eq.(5), and obtain the
embeddings [x0

i ]
nq

i=1 of the text Q = [qi]
nq

i=1 through Eq.(2).
We then place the image embedding before the text embed-
dings and get a sequence [x0

i ]
nq

i=0, and then train on the se-



quence using the next token prediction task, as follows:

[xl
i]
nq

i=0 = Decoderl([x
l−1
i ]

nq

i=0), l = 1, 2, ..., L, (6)

[pi]
nq

i=1 = [Output(xL
i−1)]

nq

i=1, (7)

Lpre = − 1

nq

nq∑
i=1

log(pi,id(qi)), (8)

where id(qi) is the index of the word qi in the vocabulary,
pi,id(qi) is the predicted probability of generating the word
qi at the i-th position. During the pre-training stage, only the
visual adapter is trained, while the LLM is kept frozen.

Next, we will elaborate on how we develop the Video-
Locater based on the LLM and Visual Adapter for the
ITVCG task.

Facial Adapter
In the ITVCG task, the query contains identity images, and
videos may also contain numerous faces. We employ the
pre-trained face model, Antelopev2, to compute the embed-
ding for each face. Similarly, we introduce facial adapters on
both the query and video sides, enabling our Video Locator
to recognize faces.

Specifically, for a query Q = [qi]
nq

i=1, where qi could be
a word or a identity image, we introduce AdapterF1(·) to
calculate the vector representation of Q as follows,

x0
i =

{
Embed(qi) if qi is a word
AdapterF1(Antelopev2(qi)) if qi is an image

,

(9)
so we can process this query embedding sequence [x0

i ]
nq

i=1.
For a given video V , we uniformly sample nv frames.

For each frame, we utilize Antelopev2 to detect faces and
compute face embeddings for each detected face. We re-
tain only the nf faces with the largest areas in each frame.
If there are fewer than nf faces, the corresponding embed-
dings are filled with zero vectors. Both nv and nf are pre-
defined constants. This process yields a sequence of face
embeddings for the video [(fi,1, fi,2, ..., fi,nf

)]nv
i=1. We in-

troduce AdapterF2(·) to map the face embeddings from the
video side to the LLM space. Additionally, we obtain a se-
quence of visual features [vclipi ]nv

i=1 from CLIP, which are
then mapped using the pre-trained visual adapter and added
to the face features to obtain the vector representation of V
as follows:

v0i = AdapterV (v
clip
i ) +

nf∑
j=1

AdapterF2(fi,j), (10)

so that we can process this video embedding sequence
[v0i ]

nv
i=1.

Video-Identity-Text Alignment
In order to achieve rapid video retrieval, it is necessary to
process the representations of both the video and query sep-
arately and align them. Specifically, Video-Locator employs
the first Lu layers of the LLM to integrate contextual infor-
mation from both video and text respectively. For the video
embedding sequence, the process is as follows:

[vli]
nv
i=1 = Decoderl([v

l−1
i ]nv

i=1), l = 1, 2, ..., Lu. (11)

As for the query Q, we append a learnable embedding
xcls at the end of the query embedding sequence to com-
pute the sentence-level representation. This sequence is also
processed through the first Lu layers of the LLM as follows:

[xl
i]
nq+1
i=1 = Decoderl([x

l−1
i ]

nq+1
i=1 ), l = 1, 2, ..., Lu, (12)

where x0
nq+1 = xcls, and xLu

cls = xLu
nq+1 serves as the rep-

resentation of the query. At this point, we can define the
similarity between the query Q and video V , denoted as
sim(Q,V ), as the maximum cosine similarity between the
text and each frame of the video:

sim(Q,V ) =
nv
max
i=1

{cos(xLu

cls, v
Lu
i )}. (13)

We employ the contrastive loss (InfoNCE(Oord, Li, and
Vinyals 2018)) to increase the similarity between matching
video-text pairs and decrease the similarity between non-
matching pairs. Specifically, given a batch of queries and
corresponding texts {(Q1, V1), (Q2, V2), ..., (QB , VB)}, the
contrastive loss Lcl is defined as follows:

Lq2v = −
B∑
i=1

log
exp(sim(Qi, Vi)/τ)∑B
j=1 exp(sim(Qi, Vj)/τ)

, (14)

Lv2q = −
B∑
i=1

log
exp(sim(Qi, Vi)/τ)∑B
j=1 exp(sim(Qj , Vi)/τ)

, (15)

Lcl = (Lq2v + Lv2q)/2, (16)
where τ is a temperature parameter, B is the batch size.

Multi-Modal Fine-Grained Fusion
After the video-identity-text alignment, we can find the
matched video for the given text and identity images. Next,
we will locate the fine-grained moments in the video for the
given query. Specifically, for the matched query and video,
we will fuse their embeddings and provide the final pre-
dicted moments. Video-Locator leverages the top L − Lu

layers of the LLM as a multi-modal fine-grained fusion mod-
ule, where we concatenate the query embedding sequence
with the video embedding sequence and append a learnable
embedding xground at the end. This sequence is then pro-
cessed through the top L− Lu layers as follows:

[xl
1, ..., x

l
nq+1, v

l
1, ..., v

l
nv
, xl

ground]

= Decoderl([x
l−1
1 , ..., xl−1

nq+1, v
l−1
1 , ..., vl−1

nv
, xl−1

ground]),

l = Lu + 1, Lu + 2, ..., L,
(17)

where xLu

ground = xground. Finally, we employ a 3-layer
MLP, denoted as Ground(·), to output the predicted mo-
ment (τ̂s, τ̂ t) as follows:

(τ̂s, τ̂ t) = Ground(xL
ground). (18)

We employ L1 loss and generalized IoU loss to compute
the disparity between the predicted moment and the ground
truth moment (τs, τ t):

Ll1 = ||τs − τ̂s||+ ||τ t − τ̂ t||, (19)



Table 2: Results of Video-Locator and other models on the TVR-IT dataset.

Model
test-seen test-unseen

VCG VR SVG VCG VR SVG
0.5 0.7 R@1 R@10 R@100 0.5 0.7 0.5 0.7 R@1 R@10 R@100 0.5 0.7

XML 7.55 4.13 28.08 64.82 94.06 27.67 13.89 1.70 0.83 6.82 26.18 62.41 23.71 11.05
ReLoCLNet 8.29 3.95 29.34 66.06 94.08 26.43 12.18 2.23 1.15 7.78 27.75 62.07 23.63 11.01
SQuiDNet 12.30 5.97 34.93 65.42 94.51 35.45 18.19 3.27 1.81 9.12 28.73 62.75 29.43 15.32

Video-Locator 16.86 8.32 36.04 73.55 96.23 41.19 20.07 4.64 2.27 9.97 31.83 64.74 36.95 17.43

while the generalized IoU loss Lgiou is defined in
(Rezatofighi et al. 2019).

Finally, we introduce an auxiliary loss to enhance the
model’s performance. Specifically, we employ a linear layer
Classifier(·) to compute the probability of each frame
falling within the ground truth moment and optimize this
using binary cross entropy loss as follows:

ŷi = Classifier(vLi ), (20)

Lbce = − 1

nv

nv∑
i=1

[yi log(ŷi) + (1− yi) log(1− ŷi)], (21)

where yi represents a binary variable denoting whether the
i-th frame falls within the ground truth moment. The overall
loss is defined as follows:

L = λclLcl + λl1Ll1 + λgiouLgiou + λbceLbce. (22)

Inference
During inference, given a query Q and a video corpus V ,
we independently compute the representations for the query
and each video. Subsequently, we employ Eq.(13) to cal-
culate the similarity between the query and each video, se-
lecting the video-text pair with the highest similarity as the
matched one. The matched video-text pair is then processed
through the multi-modal fine-grained fusion module to out-
put the predicted moments. When dealing with N queries,
this approach requires only N+ |V| representation computa-
tions and N multi-modal fine-grained fusion computations,
thereby avoiding the need to compute fusion representations
for all possible pairs, resulting in a substantial efficiency en-
hancement.

Experiment
Experiment Setup
Implementation Details For the Video-Locator model,
we employ Vicuna-v1.5-7B (Chiang et al. 2023) as the
LLM, which comprises L = 32 layers. Lu = 16 layers
are dedicated to the video-identity-text alignment module,
while the remaining 16 layers are utilized for the multi-
modal fine-grained fusion module. For each video, we uni-
formly sample nv = 100 frames, retaining a maximum
of nf = 3 faces per frame. The temperature parameter
τ is set to 0.07. We balance the losses using parameters
λcl = 1, λl1 = 10, λgiou = 1, λbce = 4, respectively. We
utilize LoRA (Hu et al. 2022) for training the LLM decoders
of our Video-Locator to minimize the consumption of train-
ing resources. The LoRA rank parameters are set to r = 64.

Tasks and Evaluation Metrics As video corpus ground-
ing can be considered a multi-stage task, we follow previous
works(Escorcia et al. 2019; Lei et al. 2020) and evaluate our
approach on video retrieval (VR), single video grounding
(SVG), and complete video corpus grounding (VCG) tasks.
Specifically, for VR, we employ the same metrics as those
used for text-to-video retrieval, namely R@n (Recall at n,
n = 1, 10, 100), which measures the proportion of correct
videos within the top n retrieved videos. We use the same
metrics for VCG and SVG, calculating the Intersection over
Union (IoU) between the generated and ground truth time
segments. We report the IoU m metric, with m = 0.5, 0.7,
representing the proportion of IoU ≥ m. The difference be-
tween VCG and SVG is that in VCG, we use the retrieved
videos from the model to calculate IoU m (if the retrieved
video is wrong then the IoU is 0), but in SVG, we directly
use the ground-truth video to conduct video grounding to
calculate its IoU.

Main Results
We selected several open-source VCG models, including
XML(Lei et al. 2020), ReLoCLNet(Zhang et al. 2021), and
SQuidNet(Yoon et al. 2022), and trained on the TVR-IT
dataset using their official GitHub repositories. We used the
same settings as Video-Locator: visual features (CLIP + An-
telopev2), without subtitles, and modified the input part of
the model (added facial adapters) to accept face inputs simi-
lar to Video-Locator. We reported the metrics in Table 2. Our
Video-Locator significantly outperforms the other models. It
is also noteworthy that other models require location of the
moment within the top-10 retrieved videos and subsequent
reordering of all moments. In contrast, our approach requires
location only within the top-1 video, resulting in significant
efficiency gains.

Ablation Study
In this section, we provide detailed ablations on the Video-
Locator model, as illustrated in Table 3. In Video-Locator,
we utilize an image-text dataset to pretrain the visual adapter
by generating text from given images (Row 1). Compared to
models without pretraining (Row 2), the pretrained model
exhibits superior performance across all metrics. The results
from Row 3 to 6 in the table demonstrate that the Video-
Locator model with all four losses performs best in the VCG
task, regardless of whether it is evaluated on the seen or un-
seen split. Specifically, removing Lcl results in a lack of
alignment between the video and query, leading to nearly
zero performance in the VR task. The removal of any of the



Table 3: Ablation study of the Video-Locator model.

Row Model
test-seen test-unseen

VCG VR SVG VCG VR SVG
0.5 0.7 R@1 R@10 R@100 0.5 0.7 0.5 0.7 R@1 R@10 R@100 0.5 0.7

1 Video-Locator 16.86 8.32 36.04 73.55 96.23 41.19 20.07 4.64 2.27 9.97 31.83 64.74 36.95 17.43
2 w/o pretrain 14.29 7.22 31.33 70.44 95.39 40.12 19.95 3.58 1.69 6.95 25.16 61.14 34.88 15.37
3 w/o Lcl 0.02 0.02 0.04 0.78 7.51 40.74 20.83 0.00 0.00 0.11 0.83 7.65 36.60 17.32
4 w/o Ll1 15.32 7.78 32.15 70.87 94.90 38.43 19.68 3.68 1.78 7.81 26.83 60.19 29.33 13.38
5 w/o Lgiou 13.48 6.03 32.98 70.73 95.35 33.22 15.73 3.56 1.65 8.85 28.10 63.41 26.56 10.78
6 w/o Lbce 16.78 8.25 35.63 72.77 95.78 40.28 18.96 4.19 2.03 8.66 28.95 63.28 36.65 17.41

Table 4: Results of Video-Locator-T and the Re-rank method.

Model
test-seen test-unseen

VCG VR SVG VCG VR SVG
0.5 0.7 R@1 R@10 R@100 0.5 0.7 0.5 0.7 R@1 R@10 R@100 0.5 0.7

Video-Locator 16.86 8.32 36.04 73.55 96.23 41.19 20.07 4.64 2.27 9.97 31.83 64.74 36.95 17.43
Video-Locator + Re-rank 17.35 8.56 37.12 72.20 96.23 41.19 20.07 6.27 3.28 12.79 36.98 64.74 36.95 17.43

Video-Locator-T 7.12 3.35 16.45 46.11 79.66 38.27 18.81 6.29 3.30 13.13 39.26 72.91 39.64 19.17
Video-Locator-T + Re-rank 12.70 6.11 29.18 61.24 79.66 38.27 18.81 8.15 4.07 17.47 45.53 72.91 39.64 19.17

remaining three losses also negatively impacts all tasks, even
though they were designed for video grounding. This is be-
cause video grounding involves aligning video and query at
a finer granularity (frame level), which also benefits video
retrieval.

Future Work: Identity Generalization
We found that all models including Video-Locator exhibit
poor generalization regarding identities, as the performance
on the unseen split is significantly worse than on the seen
split. This is due to the fact that only hundreds of identities
are collected from only six TV shows, causing the model
to overfit to these identities. However, addressing this is-
sue proves challenging. For instance, we attempted to use
the large-scale face dataset CelebA(Liu et al. 2018) for pre-
training, but faces are not suitable for LLM pre-training, be-
cause face features are challenging to describe in language.
We also considered pre-training with identity-related videos.
However, finding a suitable dataset is difficult. This remains
a promising direction for future.

We propose a solution called Re-rank, which does not
modify the model’s training process and only operates dur-
ing inference. Specifically, after the model retrieves the top
100 potential matched videos, we re-rank them based on
the number of identities from the query that appear in these
videos. (Previously we only use the embedding similarity
between videos and queries to rank the videos.) A video
with more identities from the query is ranked higher. If two
videos contain the same number of identities, the original
ranking is used. To determine whether a identity appears in
a video, we compute the similarity between their face em-
bedding and the face embeddings of all faces appearing in
the video (Eq. 1). If there exists a similarity greater than the
threshold of θ = 0.4, we consider the identity to be present.
The Re-rank method affects only the R@1 and R@10 met-
rics in the VR task and the VCG task.

Additionally, we train a model called Video-Locator-T
that does not incorporate face input. On the video side, it
does not introduce facial feature, and on the query side, it
replaces the identity image with the word ‘someone’, result-
ing in a purely textual query. Table 4 shows the results for
Video-Locator and Video-Locator-T, as well as their results
after applying the Re-rank method. We find that:
• Video-Locator outperforms Video-Locator-T on the test-

seen split, but performs worse than Video-Locator-T on
the test-unseen split. This suggests that Video-Locator
can only recognize identities from the seen dataset and
lacks the ability to generalize to unseen identities.

• Re-rank method significantly improves the model’s per-
formance on unseen identities, indicating that identity
images can provide a substantial amount of information.

We look forward to future research addressing the issue
of identity generalization. This may involve expanding the
training dataset to expose the model to a greater variety of
identities, or implementing model designs or training meth-
ods specifically aimed at enhancing generalization ability.

Conclusion
This paper introduces a novel and significant task called
Identity-Text Video Corpus Grounding (ITVCG), which
goes beyond traditional VCG by using specific identity
image references alongside text descriptions to find rele-
vant video content. To support this task, we have created
the TVR-IT dataset, containing 463 identities and 72,840
identity-text queries, with both identity-seen and identity-
unseen splits to test model generalization. We propose the
Video-Locator model, which includes a Video-Identity-Text
Alignment module and a Multi-Modal Fine-Grained Fusion
module. Our experiments show that the Video-Locator per-
forms well and highlight the importance of identity general-
ization in ITVCG.
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